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Quantum phase transition in the one-dimensional compass model using the pseudospin approach

Wen-Long You!? and Guang-Shan Tian'
ISchool of Physics, Peking University, Beijing 100871, China
2Department of Physics and Institute of Theoretical Physics, The Chinese University of Hong Kong, Shatin, N.T., Hong Kong, China
(Received 6 August 2008; published 10 November 2008)

In the present paper, we investigate quantum phase transition in the one-dimensional compass model intro-
duced by Brzezicki et al. [Phys. Rev. B 75, 134415 (2007)]. Unlike the previous approach based on the
Jordan-Wigner transformation, we use directly the standard pseudospin representation in our investigation.
Therefore, our method can be potentially applied to study rigorously the properties of the same model in higher
dimensions. By applying the reflection positivity technique, we are able to determine degeneracy of the global
ground state and the quantum phase-transition point of this model. We find also that the transition is of the first
order. These results are consistent with the previous conclusions. However, some differences are also

uncovered.
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I. INTRODUCTION

During the past five decades, through extensive experi-
mental and theoretical works, the important role played by
the orbital degree of freedom in determining the magnetic
and transport properties of transition-metal oxide (TMO) ma-
terials has been widely recognized.!=® It is the complex in-
terplay among the charge, spin, orbital, and lattice degrees of
freedom existing in these systems which makes their phase
diagrams extremely rich and induces various fascinating
physical phenomena. For instance, the experimentally ob-
served A-type antiferromagnetic spin order with electronic
spins being aligned parallel in the x-y plane and antiparallel
along the z axis’ is stabilized by the more robust orbital
ordering 313

In the TMO compounds, there exist two possible mecha-
nisms which can lead to orbital ordering. One of them is due
to the virtual hopping of electron, which causes the superex-
change interaction between orbital degrees of freedoms at
different lattice sites under the strong on-site electron-
electron repulsion.®!" Another is based on the cooperative
Jahn-Teller (JT) effect,'* by which the lattice distortion lifts
the electronic orbital degeneracy in the system.!'>!® In this
case, it is the virtual-phonon exchange which produces the
effective orbital interaction. However, for the half-filled
transition-metal compounds, both mechanisms give almost
the same type of effective Hamiltonian, which can be written
as!7
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where e, e, and e, are unit vectors in x, y, and z directions,
Y, and 77 are the pseudospin
operators which represent the orbital degree of freedom in
the system. They satisfy the conventional commutation rela-

respectively. In Eq. (1), f";‘, 7y
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tions of spin operators. In particular, the two eigenstates of I
correspond to the atomic |3z>~r%) and |[x?—y?) orbitals in a
transition-metal ion, respectively.

In literature, Eq. (1) is called the Hamiltonian of 120°
model.'” We would like to emphasize that, although Hamil-
tonian (1) looks similar to the conventional antiferromag-
netic Heisenberg model, there exists actually a qualitative
difference between them. While the Heisenberg model on the
simple-cubic lattice is free of frustration, the 120° model has
a built-in competition among orbital superexchange interac-
tions and is, hence, intrinsically frustrated. In fact, from
Hamiltonian (1), one can easily see that the superexchange
interaction along the z axis of lattice favors alternating d3,2_,2
and dxz_yz orbital order. However, the other interaction terms
tend to stabilize “antiferromagnetic” orbital ordering of
(d3y2-2,d\2_2) and (dsy2_,2,d2_,2) in either x- or y-axis di-
rection, respectively.

Furthermore, the Hamiltonian lacks also the continuous
SU(2) pseudospin symmetry. Therefore, the well-known
Mermin-Wagner theorem'® does not apply. As a result, the
quantum fluctuations in one- or two-dimensional compass
model are not sufficiently strong, and hence orbital orders
may survive in these cases. Taking these facts into consider-
ation, one would naturally ask whether the intrinsic frustra-
tion in the 120° model destroys completely long-range or-
bital orders. It is a difficult problem and has been vigorously
studied by many physicists in the past decade.!”>* For in-
stance, the authors of Ref. 20 calculated the orbital excitation
spectrum of the 120° model in two dimensions by the spin-
wave theory. They found that its orbital-wave dispersion is
gapless and an orbital ordering exists at zero temperature. In
particular, Biskup er al.? established recently the existence
of orbital phase transitions for the classical version of this
model. More precisely, by treating the pseudospins in Hamil-
tonian (1) as classical entities and employing a spin-wave
argument, they showed that, when temperature 7 is suffi-
ciently low, this model has six distinct thermodynamically
stable states and each of them supports a long-range orbital
order. Very recently, by applying the reflection positivity
method,?® we were able to prove rigorously that the ground
state of a simplified 120° model, whose Hamiltonian is given

©2008 The American Physical Society


http://dx.doi.org/10.1103/PhysRevB.78.184406

WEN-LONG YOU AND GUANG-SHAN TIAN

by setting J, =0 in Hamiltonian (1), supports a transverse
antiferromagnetic orbital ordering.”’” However, due to techni-
cal complexities, we were not able to determine whether
long-range orbital orders exist in the ground state of the
three-dimensional 120° model itself, although recent analysis
on a related Hubbard-type Hamiltonian found that such an
ordering cannot be stabilized in three dimensions.?®

To make further progress, some authors considered also
the so-called compass model.>!” In terms of the pseudospin
operators, its Hamiltonian is of the following form:

H=, (T, +J, T

ite,
ieA i

A
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Here, J,>0, Jy>0, and J,>0 denote the superexchange in-
teractions between pseudospin operators located at site i and
one of its nearest-neighbor sites in x, y, and z axis, respec-
tively. Similar to the 120° model, there exist obviously in-
trinsic competitions among orbital orderings in different di-
rections of lattice too. While the first term of Hamiltonian (2)
favors an Ising type of antiferromagnetic ordering along x
direction, the other interactions stabilize the similar type of
ordering in either y or z direction. In a sense, this model is
merely a simplified version of the 120° model. Therefore, it
is also called the 90° model in literature.

Naturally, the main interest in this model is focused on the
possible existence of long-range orbital orders and quantum
phase transitions in it.>3* In particular, for the classical
compass model on two- or three-dimensional simple-cubic
lattices, it is easy to see that the ground state of the model is
infinitely degenerate. However, this “accidental” degeneracy
can be lifted with either thermodynamic or quantum fluctua-
tions. In fact, by mapping the classical Hamiltonian of the
compass model to a four-state Potts model and applying the
multicanonical Monte Carlo simulation, Mishra et al?
showed that such “order from disorder” mechanism indeed
works. It leads to the appearance of directional ordering of
fluctuations at low but finite temperature, although the con-
ventional long-range orders are absent in two dimensions.
This interesting conclusion was further confirmed by later
investigations on either classical or quantum-mechanical
two-dimensional compass models.3!32-3*

Recently, it has been also proposed that the compass
model could be used to generate protected cubits, and hence
it may have potential application in the quantum information
techniques.’®3¢ For this purpose, the ground-state degen-
eracy of the quantum-mechanical compass model and the
existence of a possible nonvanishing gap in its spectrum are
the main concerned issues.

Here, we would like to emphasize that most of the above-
mentioned conclusions were derived by either numerical cal-
culations or approximate methods such as the mean-field
theories. Therefore, it is certainly desirable if some exact
results can be established for the compass model. Recently,
Brzezicki et al.’” studied a one-dimensional version of this
model. By applying the Jordan-Wigner transformation to the
pseudospin operators, they were able to map it into a spinless
fermion model, whose spectrum can be exactly determined.
Consequently, these authors achieved it in drawing its phase
diagram. They showed that the quantum phase transition in
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this one-dimensional model is of the first order.

These conclusions are certainly very illuminating and pro-
vide us with deeper insights into the intrinsic frustration ef-
fects in the system. On the other hand, one would also like to
see if these results still hold in higher dimensions. However,
as is well known, the Jordan-Wigner transformation can be
hardly applied to two- or three-dimensional systems. There-
fore, in order to address this question, new techniques must
be developed.

In the present paper, we shall reconsider the one-
dimensional compass model. Different from the previous
work, we employ directly the pseudospin representation in
our investigation. By applying the reflection positivity tech-
nique introduced by Dyson et al.,”® we are able to determine
degeneracy of its global ground state and the quantum phase-
transition point in the system. Moreover, we find that the
transition is of the first order. Our main results are consistent
with the previous ones derived in Ref. 37. However, we un-
cover also some interesting differences. More importantly,
our method provides a different approach to study rigorously
the properties of the compass model in higher dimensions—a
task which cannot be accomplished by the previous tech-
nique. We shall carry out this investigation in our future
work.

This paper is organized as follows. In Sec. II, we shall
introduce the one-dimensional compass model and discuss
some important properties of it. In Sec. III, we determine
degeneracy of its global ground state and study the quantum
phase transition in the system. In Sec. IV, we summarize up
the main conclusions of this work. Finally, in the Appendix
of this paper, we establish an important inequality which is
used in Sec. III.

II. ONE-DIMENSIONAL COMPASS MODEL

To begin with, we introduce Hamiltonian of the one-
dimensional compass model studied in Ref. 37. Take a finite
one-dimensional chain A with L sites. In terms of the pseu-
dospin operators, the Hamiltonian can be written as

L2
H= 2 (féiﬁi+1 + fo’;i—lf’;i + széi—lfgi)' (3)
i=1

In the following, we shall choose L=4m with m being a
positive integer (The reason for such choice will be ex-
plained in Sec. III.) We impose also the periodic boundary
conditions on the lattice.

Notice that our notation is slightly different from the one
used in Ref. 37. In the previous paper, these authors intro-
duced a parameter « for the ratio of J,/(J+J.). However, we
would like to consider the more general cases in which the
coupling constants J, and J, are allowed to take on arbitrary
values. As shown in Sec. III, such generalization causes only
minor technical problems.

Obviously, Hamiltonian (3) lacks the SU(2) (pseudo)spin
symmetry enjoyed by the conventional Heisenberg model.
However, it does have a hidden internal symmetry, which is
important for our investigation. Let
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Then, we can rewrite Hamiltonian (3) as

H=H, +H,. (5)

Now, by using the anticommutation relations satisfied by the
Pauli matrices, it is easy to check that H | commutes with flz;
ie., [I:I 1,1:12]:0 holds. As a result, the spectrum of Hamil-
tonian (3) is simply given by the sum of eigenvalues of H,

and H,.

Another important property of the one-dimensional com-
pass model is that its Hilbert space has a very peculiar struc-
ture. To make this point clearer, we choose the conventional

pseudospin representation, in which operator ]Af is diagonal
at each lattice site. Consequently, a natural basis of vectors
for Hamiltonian (3) is given by

|\Pa>=|ﬁ=sl’]§:*¥23---,Y’E‘:SL> (6)

with s;=1/2 or —1/2. Obviously, these vectors are orthonor-
mal and the total number of them is 2°.
With definition (6), one can easily see that when a longi-

tudinal interaction term, such as fgifg,. 41 OF Jjgi_lf"g,., acts on
|W ) the vector is unchanged. However, it will be mapped to
a different vector |W¥ g by any pseudospin flipping term

J.I5,_T5,. In fact, such a term can be rewritten as

A
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where 7%,=T%+iT};, and 75, is its Hermitian conjugate.
Therefore, it changes the total pseudospin-z component of
each configuration by either 0 or £2. Moreover, we notice
that this interaction acts only on a pair of pseudospins at the
end sites of bond (2i—1,2i). Consequently, the four possible
configurations of these pseudospins can be divided into two

separate groups
1 1
S Ta=5

H;z>={¢;w=(rz,--l=2, !

1 1
2i lﬂ, 2i-1 2 2i 2
1 1
(2,2): TZ' == TZ,:—> 8
lljl < 2i-1 2’ 2i 2 }’ ( )

and the pseudospin flipping interaction does not mix them
up.
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FIG. 1. (Color online) Diagram for ‘Fa. Here, 1 (0) denotes the
up (down) pseudospin.

Keeping these facts in mind, it is now easy to see that the
Hilbert space of Hamiltonian (3) can be decomposed as

L2
k.
H=X X oMy
i=1 kykp,. .k
S aotrontis - antio
kyky,. . okppo
(kpp)
& H; 1Y), ?

where k; takes on values of 1 or 2. Since each direct sum in
the parentheses on the right-hand side of Eq. (9) is invariant
under the action of Hamiltonian (3), it is a subspace of the
system. Correspondingly, we define sequence
(ky,ky, ..., ki, ... k) to be its characterizing sequence.

Obviously, a more suitable basis of vectors for this sub-
space is given by

Tr ki, ko, kip; kp2s
\I,razd,(zlm)@ ¢22M2)® ®¢(2il#,)® e ® d,éuzl‘uz)
(10)

with ¢(zlf"’“i) being one of the two configurations in sector
H(zljf). Graphically, such a vector can be depicted as in Fig. 1.

III. QUANTUM PHASE TRANSITION IN THE ONE-
DIMENSIONAL COMPASS MODEL

With the above preparations, we are ready to state our
main results. First, let us consider the ground state of Hamil-
tonian (3) in each subspace. We have the following theorem:

Theorem 1. When J,# 0, for any specific characterizing
sequence (k;,k,,...,k;»), the ground state of Hamiltonian
(3) in the subspace

H(k],kz, .o ,kL/z)
= ')—[(2"1) ® Hf‘kz) @B 7‘((2]?) @B H(Lkuz) (11)

is nondegenerate.
Proof 1. For definiteness, let us assume that J,<0. Oth-
erwise, we introduce a transformation

L2

U, = [ exp(inTs)), (12)

=1

which rotates the pseudospin operators at each even lattice

site 2i by an angle 7 about the 7% axis. Under this transfor-
mation, the pseudospin flipping terms will change sign while
other terms are invariant. Therefore, the sign of J, is irrel-
evant as far as the ground-state degeneracy is concerned.

Next, in terms of the basis vectors given in Eq. (10), we
write Hamiltonian (3) into a matrix H(k,,k,, ...,k;,»). It has
the following properties:
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(i) All the off-diagonal elements of this matrix are non-
positive. More precisely, they are equal to either zero or J,.
(ii)) H(ky,ky,...,kz;5) is irreducible in the subspace
H(ky,ks,....k;»). In other words, for any pair of row and
column indices m and n, one can find a positive integer K
such that
[HK(klka’ s ’kL/Z)]mn # 0. (13)
It is due to the fact that the subspace H(k,,k,, ... ,k; ;) is
connected by the pseudospin flipping interactions; i.e., any
basis vector Wg in the subspace H(k,k;, ... ,k;») can be
reached from an initial state W, in the same subspace by a
finite number of pseudospin flipping.

For such a matrix, the Perron-Frobenius theorem in ma-
trix theory applies.® It tells us that the lowest eigenvalue of
H(ky,ks, ... ,k;,) is unique. In other words, the ground state
of Hamiltonian (3) in the subspace H(k,,k,,...,k; ) is non-
degenerate. QED.

A direct corollary of Theorem 1 is:

Corollary 1. The global ground state of Hamiltonian (3)
is, at most, 2/2-fold degenerate.

In fact, by Eq. (9), the Hilbert space of the system is
decomposed as a direct sum of  subspaces
{H(k,,k,,...,k;;»)}, which are characterized by sequences
{(k;.ky, ..., k;»)} with k;=1 or 2. Obviously, the total num-
ber of these sequences is 272, On the other hand, by Theo-
rem 1, the ground state of Hamiltonian (3) in each subspace
is nondegenerate. Therefore, degeneracy of the global
ground state of the system cannot be larger than 22,

Corollary 1 can be further improved. For this purpose,
one needs to exploit the internal symmetries of the compass
model in a more sophisticated way. Let us first consider the
special case of J,=0. Under this condition, Hamiltonian (3)

is reduced to H, defined in Eq. (4). For this Hamiltonian, we
have:

Theorem 2. When J,=0, the ground states of Hamiltonian
H, in subspaces HV=H(k,=ky=+--=k;,=1) and H?®
=H(k,=ky="--=k;,=2) have the lowest energy. In other
words, they are the global ground state of the system. Fur-
thermore, the ground state in each subspace, which is created
from H (H®) by replacing an even number of indices
{k;=1} ({k;=2}) with integer k;=2 (k;=1), has also the lowest
energy. Therefore, the global ground state is actually
2L2-1_fold degenerate in this case.

In our investigation, the above conclusions were initially
derived by numerical calculation on the one-dimensional
compass model. However, our data are different from the
previous results. In Ref. 37, the authors found that degen-
eracy of the global ground state is 2 X 2/ when a=1, which
is equivalent to setting J,=0 and J,=1. This discrepancy
kindles our interest in this seemingly simple but highly frus-
trated model.

Proof 2. To make our proof of Theorem 2 more readable,
we introduce some useful definitions. For obvious reason, we
call both subspaces H'" and H® homogeneous. Therefore,
any subspace, which is created from H! by replacing some
indices k;=1 with 2, or from H? by replacing some indices
k;=2 with 1, is called unhomogeneous. By this definition,
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there must exist, at least, one pair of neighboring indices k;
and k;,; which have different values, say k;=1 and k;,;=2, in
the characterizing sequence of an unhomogeneous subspace.
In this case, we call the lattice bond (27,2j+1), which is
saddled between these two indices, a “bad” one. Therefore,
one subspace H* is more unhomogeneous than another
subspace H” if the former has more bad bonds.

With these definitions, we are able to prove

Lemma 1. Let ‘I'((f‘) be the nondegenerate ground state of

Hamiltonian I:Il in an unhomogeneous subspace H'®. As-
sume that it is also a global ground state. Then, there exists a
more homogeneous subspace H#), in which the ground state

of H | coincides with its global ground state too.

To establish this lemma, we shall apply the reflection
positivity method developed in Ref. 26. However, since the
proof is quite lengthy, we shall postpone it to the Appendix
of this paper.

A direct corollary of Lemma 1 is that one of the ground
states of H | in the two homogeneous subspaces must be a
global ground state. On the other hand, it is easy to see that
there is a one-to-one mapping between the basis vectors of
subspaces HW and H®@. Under this mapping, H(1,1,...,1),
the Hamiltonian matrix in subspace H'! is unitarily equiva-
lent to its counterpart in subsPace H?. Consequently, both
the ground states W) and W in these homogeneous sub-
spaces are global ground states.

Next, we study the nondegenerate ground state of H | in
an unhomogeneous subspace H'®@. We find that if the sub-
space is created from one of the homogeneous subspaces
H" and H® by an even number of index replacements, then
the corresponding Hamiltonian matrix H(«) in this subspace
can be always brought into the form of either H(1,1,...,1)
or H(2,2,...,2) by exchanging properly its rows and col-
umns. As is well known, this operation is equivalent to con-
structing a unitary mapping between the basis vectors of ()
and the homogeneous subspace. [For a concrete example,
one may study such a mapping between subspaces
H(1,2,2,1) and H(2,2,2,2) for a ring with L=8 sites.]
Consequently, these matrices must have the same spectrum.
In particular, their ground-state energies must be equal.
Therefore, ‘l’g“) is also a global ground state.

On the other hand, if an unhomogeneous subspace H? is
created from either H" or H® by an odd number of index
replacements, no such unitary mapping can be found. As a
result, the spectrum of H(B) is different from the one of
matrices H(1,1,...,1) and H(2,2,...,2). As explained in a
remark at the end of Appendix, it implies that the ground
state \I'f)ﬁ) of H , in subspace H'® has a higher energy than its
counterparts \Iff)l) and ‘I’E)Z) in the homogeneous subspaces.
Therefore, it cannot be a global ground state of the system.

Summarizing these results, we conclude that, when J,=0,
the global ground state of the one-dimensional compass
model coincides with its ground states in such subspaces,
which are created from a homogeneous subspace by an even
number of index replacements. Since the total number of
these subspaces is 2//>~!, the global ground state of the sys-
tem is also 2//2~!-fold degenerate.

Our proof of Theorem 2 is accomplished. QED.

Finally, we study the case of J, # 0. Interestingly, the high
ground-state degeneracy of the system is completely lifted
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by this perturbation. More precisely, we have:

Theorem 3. When J,#0, the global ground state of
Hamiltonian (3) is nondegenerate. More precisely, for J,
<0, the global ground state W, coincides with the one in the
homogeneous subspace H'"). For J.>0, it is given by the
ground state of the system in H?).

Proof 3. When J,# 0, Hamiltonian (3) is completely re-
covered. However, as we emphasized in Sec. II, the newly
added Hamiltonian H2 commutes with H 1» which is the
Hamiltonian of the system for J,=0. Therefore, they should
have a common set of eigenvectors. In fact, a direct inspec-
tion reveals that the eigenvalue of ﬁz in each subspace
H(ky,ky, ... ki, ... k) is actually a constant.

Intuitively, by comparing Hamiltonian (3) with the well-
known Heisenberg model in an external magnetic field, one
can think of 1:12 as an “external field” perturbation in addition
to the Therefore, the

ground state of PAII in each subspace H'? is also the ground
state of Hamiltonian (3) in the same subspace. However, the

“unperturbated” Hamiltonian H 1-

high ground-state degeneracy of I:Il is completely lifted by

this perturbation. Since f]z has its minimum in either sub-
space H'V for J,<0 or H® for J,>0, so does Hamiltonian
(3). It determines in which subspace the global ground state
of the system should be. QED.

As a direct application of Theorems 2 and 3, we reach
immediately the following conclusions:

Corollary 2. J,=0 is the quantum phase-transition point of
the one-dimensional compass model. Moreover, the corre-
sponding transition is of the first order.

Proof 4. The first statement is trivial. To see why the
transition is of the first order, we notice that the global
ground state is in different subspaces H'" and H® on the
left- and right-hand sides of the transition point. Therefore, a
ground-state level crossing occurs at J,=0. It indicates that
the transition must be of the first-order. QED.

As a final remark, we would like to point out that the
similar phenomenon of ground-state bifurcation was also ob-
served in some ferrimagnets with anisotropic interactions.>

IV. SUMMARY

In Secs. I and III, we investigate the quantum phase tran-
sition in the one-dimensional compass model previously in-
troduced by Brzezicki et al3” Our main purpose is to de-
velop a different rigorous approach in frame of the
conventional pseudospin representation to study such a com-
plicated system with built-in frustrations.

By applying the reflection positivity technique® and ex-
ploiting internal symmetry of the system, we find that, at
J.=0, the global ground state of Hamiltonian (3) is highly
degenerate. However, the degeneracy of ground state is com-
pletely lifted on both sides of this point. In fact, for either
J.<0 or J,>0, the global ground state becomes nondegen-
erate and appears in different subspaces. In other words, a
ground-state level crossing occurs at J,=0. It implies that
J.=0 is the quantum phase-transition point of the one-
dimensional compass model and the transition is of the first
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order. These results confirm the previous conclusions derived
from Ref. 37. However, we also find difference on some
issues such as degeneracy of the global ground state at J,
=0.

More importantly, unlike the previous approach based on
the Jordan-Wigner transformation, our method can be poten-
tially applied to study rigorously the compass model in
higher dimensions. It is a more interesting system which may
have application to quantum information techniques. We
shall carry out such investigation in our future work.
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APPENDIX: PROOF OF LEMMA 1

To prove Lemma 1, we shall apply the reflection positiv-
ity technique developed by Dyson et al.? First, we introduce
a set \. It consists of all the subspaces H'® in which the

ground states of H | coincide with its global ground state. We
assume that neither homogeneous subspace H" nor H? is
in this set. Otherwise, the lemma becomes trivial. Under this
assumption, A/ must contain one subspace, say H#, which is
the least unhomogeneous; i.e., it has the minimal number of
bad bonds. Obviously, integer N,;, should be finite but non-
zero. However, we shall show that such an integer does not
exist. Therefore, Lemma 1 must be true.

To start with, we consider the characterizing sequence
KPP, .. -k (5 kjf)l, Lk ﬁ)) of HP. By its definition,
this sequence must have, at least, a pair of neighboring indi-
ces k(’g and k('g such that they take on different values (say
k(B)—l and k§+{=2) Therefore, the bond (2£,2/+1), on which

only the interaction term 75,75, acts, is a bad bond.

To go further, let us choose an arbitrary bad bond, say
(2j,2j+1), and draw a perpendicular plane P through its
middle. Since the one-dimensional lattice forms a ring of L
=4m sites under the periodic boundary condition, this plane
must also cut through the middle of another bond (2j’,2;’
+1), which is on the opposite side of the specific bad bond
and has only the interaction term f“;j,f‘;j, 41 acting on it. We
would like to emphasize that this bond may be either bad or
not. It does not affect our following argument. As a result,
the one-dimensional lattice ring A is divided into two equal
halves A; and Ay, which we refer to as the left and right
sublattices, respectively.

In terms of this division of lattice, Hamiltonian H | can be
rewritten as

L2
Hy =2 (15,15, + .15, T5)
i=1

A A sa o
= Hy +Hp+ 1515, + T, T,

2j"+1° (Al)

In Eq. (A1), H, and Hy represent the interactions which are
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solely defined on sublattices A; and Ay, respectively. The
rest of the terms denotes the pseudospin interactions on the
bonds (27,2j+1) and (2;j',2j'+1), which are cut by the
plane P.

However, the reflection positivity method cannot be di-
rectly applied to Hamiltonian (A1) since signs of the last two
terms in it are positive. To remedy this problem, we intro-
duce a unitary transformation

02 =] exp(iﬂ'fly),
leAp

(A2)

which rotates each pseudospin on the left sublattice by an
angle 7 about the 77 axis and does not affect the pseudospin
operators on the right sublattice. Under this transformation,

both H 1, and H r are invariant but the last two terms of Eq.
(A1) change their signs. More importantly, both the subspace
H'P and its characterizing sequence are also invariant.

IR

My M0,V

(‘II(B)|H |‘I’(B

- E ‘V(/.Lﬁl)vlw(,ui)vz “ A;j %2><'7[/§l|fgj+l|(//R>

M2, V1V

=T H WP V) T+ T H WP WET - Ti{ OWE) TS WO ] = TIWATS W) TS

In the last two terms of the third equality of this equation,
T5,.T5; +1,T‘2],,T‘ /., are the matrices of the corresponding

operators Té j Tajnn ,TZ], ,T; el respectlvely

However, in general, matrix YW may not be Hermitian.
In the worst case, it could be even not square. Fortunately,
for such a singular matrix, we still have the following
lemma:

Lemma 2. Let YV be an m X n matrix. Assume that m>n
for definiteness. Then, there exist an nXn unitary matrix
Uy, an n X n diagonal matrix Ay, and an m X n orthogonal
matrix Vy,, whose columns are orthonormal vectors such that
the identity

holds. Moreover, all the elements {\;} of A, are nonnega-
tive, i.e., \;=0.

In literature, this lemma is called the singular decomposi-
tion theorem. Its proof can be found in a standard textbook
on matrix theory.*

By applying the singular decomposition theorem to the
ground state ‘lff)'g), we obtain

VP =2 WhY- @ ¢t =2 MBIEB) @ XK (B).
sV 1

(A6)

where the basis vectors are defined by

MV MLZ)V<‘//;LL1|I:IL|'//L >+
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In the following, for simplicity, we shall use the same
notation H; for the transformed Hamiltonian, whose last two
terms in Eq. (A1) have now negative signs. To it, we can
apply the reflection positivity method.

We choose two complete sets of pseudospin configura-
. R . .
tions {lﬂ’ﬁ} and {qﬁy} as the b§151s vectors fpr the Hllbert spaces
on the left and right sublattices, respectively. Obviously, the

. . R . .
set of their direct products {%@ ¢,} gives a basis for the
total Hilbert space of the system. In particular, in terms of
this basis, the ground-state wave function in subspace H®
can be written as

TP =3 wWhyk @ ¢f. (A3)
v

Here, Wﬁﬁj are the expansion coefficients. By taking u for the
row index and v for the column index, we can write these
coefficients into a matrix W'#). Consequently, the energy of

‘Pgﬁ), which is also a global ground state of H 1, 1s given by

S o

ISR

©ry ,uV2< ‘//Ifl |I:IR| 1/52>
E W(f‘ﬁl>”1u/(/’i)”2<%l|f§j’+l | %2><‘//§1|i§,r|§”§2>

MM, V1V

) (Ad)

(B =2 (Vo) XF(B) =22 (Upo) 5.
m v

(A7)

Since matrix Uyp is unitary and Vjyp is orthogonal, these
vectors, which are defined on different sublattices, are also
orthonormal.

As a result, Eq. (A4) can be rewritten as

Eo= 2 N(BWEBIHIEB) + (X (B|HRIXT(B)))
1

= 2 N (BN BXE T ENXXE B T3l xE (B))

Il

- 2 N, (BNL(BKE (BT |€ (B)
Il
X BT, X (B))

and the nonnegative quantities {\,(8)} are subjected to the
condition

(WP PPy =T VY WBE =D \2(B)=1. (A9)
1

(A8)

In the following, without causing confusion, we shall drop
superscripts L and R as well as lattice-site indices 2j,2j
+1,2j',2j"+1 in Eq. (A8) for convenience.
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Finally, by applying inequality |ab|=1/2(|a]*+|b|*) to
each term in the last two summations of Eq. (A8), we are
able to write it into the following inequality:

Fo= ;SN BEBIIEE) + GBI

+ 3 SR B + (BB
1

1 A D T—
-3, (BINL(BIELBITE (BN EL (BT, (B)

2,0

1 A NN
=2 2 M BN BB T, (8) 0, (B) T, (B)

1.l

1 N S ——
=5 2 N (BINL(BXE, BT &, (BIXE,(BIT14,(B))
1,0y

=33 M BN B BT, (B, B T ().
11,0y

(A10)

Although it looks quite complicated, one can bring this in-
equality into a more compact form by introducing wave
functions

V= 2 MPEB @ EB), Vy=2 NPBIXB) @ XK (P,
1 1
(A11)

where &(B) and &,(B) are the complex conjugates of &(3)

and ¢,(f), respectively. Since Hamiltonians H 1, and H r have
exactly the same form, the right-hand side of the above in-

equality can be further rewritten as 1/2((W,|H,|¥,)
+(W,|H,|W,). Therefore, inequality (A10) actually reads

1 A 1 A
Ey= 5<‘I’1|H1|‘I’1> + 5<‘1’2|H1|\I’2>' (A12)
We would like to point out that, by its definition, the wave
function W, belongs to a subspace H™, which is, in general,
different from the original unhomogeneous subspace H'#.
So does W, which is in another subspace (?. An important
observation is that, at least, one of these subspaces, say H(”),
is strictly less unhomogeneous than the original subspace
H'P. To make this point clearer, let us study more carefully
the characterizing sequence of H(?. By construction of wave
function ¥, this sequence is determined by the following
rule. If the subsequences of (k¥ k%, ... .. ,K$B)) on the left

and right sublattices are, res;)ectively, given by
(kj{*}l ,k;',’)’jz, ...... &#)) and (kjf” ,kj(.ﬁl e &), then the

characterizing sequence of H? is given by

_1 i ® @) = 1B g
KO =[G = ks o k2 = kLG

= RS, ... KV = RED )], (A13)

where R(kgﬁ)) stands for the mapping of integer k¥ by re-
flection in plane P. For instance, we have kﬁ-y =R(k§-§)1)
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=k;/_3}. That is due to the fact that the wave function V¥,
which is in the subspace M, is an expansion of basis vec-

tors {&(8) ® & (B)}. Therefore, a basis of H? is actually
given by all the direct products of a configuration £(f) on
the left sublattice and the complex conjugate of its reflected
image by plane P on the right sublattice.

Similarly, the characterizing sequence of subspace H'? is

of the form  KO=[R(KP), ... RG&Y)).REY),
kj(f; ),kﬁ.,ﬁil,...,kﬁﬁ)]. Naturally, by the above construction,

bonds (2j,2j+1) and (2j',2j'+1) are no longer bad in either
K™ or K9 Therefore, one of subspaces H and H'® must
be strictly less unhomogeneous than H#).

Keeping these facts in mind, we can further strengthen
inequality (A12) as

1 1
Ey= EEO(H(”) + EEO(H((S)), (A14)

where Eo(H”) and Ey(H'?) are the ground-state energies of

Hamiltonian H | in the subspaces H” and H'?, respectively.
Therefore, one of them must be less than or equal to E,
which is the global ground-state energy of the system. Oth-
erwise, inequality (A14) cannot hold. Now, if we can show
that the corresponding subspace is also strictly less unhomo-
geneous than H(ﬁ), then Lemma 1 is proven.

As mentioned above, by their construction, one of sub-
spaces H” and H'? is already known to be strictly less
unhomogeneous than HP. Therefore, if another one is also
strictly less unhomogeneous than H®, then we reach
Lemma 1 without further ado. Consequently, we need only to
consider the other possibility, i.e., the second subspace, say
H(‘s), is more unhomogeneous than HB.

However, in this case, the ground-state energy of H p in
H'9 must be larger than the global ground-state energy E,.
In other words, we have

Ey(H"”) = E((H'P) = E,. (A15)
It is due to the very definition of HP, which is the least

unhomogeneous member of set A. By substituting this in-
equality into Eq. (A14), we find that Eo(HY) <E,. There-

fore, ‘I’g’) is also a global ground state of H 1- In the mean-
time, subspace H? is strictly less unhomogeneous than
H'P. That ends our proof of Lemma 1. QED.

Before finishing this appendix, we would like to make a
remark. From the above discussion, one can easily see that
inequality (A12) plays a vital role in proving Lemma 1. An
interesting question is whether this inequality can be made
strict under some additional condition. Previously, this prob-
lem has been addressed by several authors. For instance, a
concise discussion on this issue can be found in the appendix
of Ref. 41. An important conclusion is that if

(E(BIHLIEB) # (XFBIHIXB)

for some basis vector flL(,B) ® Xf(,B), then inequality (A12) is
strict.

(A16)
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Applying this result to H 1, we see that if the unhomoge-
neous subspace H'# is created from one of the homogeneous
subspaces H'! and H® by an odd number of index replace-
ments, then the subspace on the left sublattice cannot be
isomorphic to the one on the right-hand side of plane P.
Therefore, there exists, at least, a pair of configurations §[L(,8)

PHYSICAL REVIEW B 78, 184406 (2008)

and Xf(ﬂ), which makes Eq. (A16) satisfied. It implies that
inequality (A12) as well as inequality (A14) must be strict.

As a result, the ground state \Iff)ﬁ) of I:Il in subspace H'#
cannot be a global ground state. We should mention that the
above mentioned conclusion is also confirmed by our nu-
merical calculations.
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